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Summary

This document presents the tool to explain in depth its function and
application procedures, as Usersence is a user experience evaluation tool that
integrates an interdisciplinary approach for its implementation combining fields such
as User Experience Design and and Data Science. Firstly, the role of the tool within
the HeritACT toolkit is briefly presented and also its use in the context of a user
Experience Evaluation is highlighted. Moreover, the User Manual provides information
about the tool design, to help the reader understand the overall framework, by
presenting its software and recommended hardware. Furthermore, it guides the
reader through the process, in order to generate the experience chart, that
communicates valuable and meaningful insights into the multifaceted aspects of the
User Experience. In the following chapters the reader will uncover the steps in order
to integrate the Usersence tool into an evaluation process. More specifically an
evaluator will learn:

e what is the Usersence tool,

e what device setup to use depending on the evaluation location,

e how to organize the exported files, originating from the wearable and mobile

devices in combination with certain softwares,

e how to process the record data through the Command Line Application, and

e how to generate the Experience Chart.
Additionally, this document seeks to outline the theoretical background of the tool’s
design and function and contributes to the understanding of its importance.
Therefore, in order to illustrate the essential components necessary to explain the
tool's structure, it is imperative to present the following five main sections, a)User
Experience, b)Emotions, c)Biosensors and Self-Report Methods in the Appendix 1:
Theoretical Background.
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Introduction

The HeritACT toolkit aims to support the implementation of the proposed
solutions enabling the active participation of citizens in the reactivation of their
cultural heritage. Usersence is a tool based on the study and use of specific sensors
for recording and analyzing psychophysiological signals, which act as indicators for
the emotional state of users during their experience with the product or service being
evaluated. Psychophysiological methods are a valuable addition to qualitative and
quantitative reports and observational analyses of an evaluation. Thus, it is
recommended to use wearable devices that include sensors or devices for video
capture software, together with qualitative data collection techniques
(questionnaires) to approximately identify the emotional state of users during their
experience.

Each designer, facilitator or organizer who will use Usersence is given the role
of evaluator, who must be acquainted with some basic information about it. First of
all, the tool, and more specifically, its user manual, presents the proposed devices on
the market for signal recording, separates the equipment setup according to the
location of the evaluation and defines specifications for each case. In addition, in
order to conduct the evaluation, the tasks to be carried out by a user or participant
and whether they are successfully completed or not should be defined, as well as the
objectives and the desired outcomes of the procedure. The evaluation tasks must
include gentle movements such as slow walking, watching, talking and it is strictly
necessary to omit intense movements such as dancing, running, jumping. Also, the
equipment preparation time varies by location. In the field evaluation, the preparation
of the equipment ranges from 10-15 minutes, while in the laboratory the time ranges
from 20-35 minutes. It is important to emphasize that informing the participants and
obtaining their oral and written consent is the responsibility of each evaluator. The
time for informing and preparing the participant for the evaluation process is
suggested to be 15-30 minutes. Therefore, the phase before the evaluation can take
up to an hour. The suggested duration of the evaluation is 30-35 minutes, so that the
total participation time of a user is 60-90 minutes. It is important to note that only
one user at a time can perform a user experience assessment with the Usersence
tool. Therefore, the evaluator should repeat the evaluation process at least 5 to 10
times with different adult users. Finally, it is underlined that the devices should be
cleaned before each use, stored properly and charged before and during each
evaluation if necessary. The analysis and visualization of the data (experience chart)
is performed after the evaluation and the time varies according to the expertise of
each evaluator.
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Usersence: Important Information

Location Duration Restrictions Advice
In-field evaluation | Equipment set up: Charge the devices
10-15 minutes beforehand and
have free device
storage space
Participant The participant must
preparation: wear the wristband
15-30 minutes on his dominant
hand
Evaluation tasks: Strictly avoid Repeat the
30-35 minute including intense evaluation

movements such as
dancing, running,
and jumping in an
evaluation task.

procedure with at
least 5-10 different
users (clean the
devices for each
session)

In-lab evaluation

20-35 minutes

Equipment set up:

Charge the devices
beforehand and
have free device
storage space

in a seated position

Participant The participant must

preparation: wear the wristband

15-30 on his dominant
hand

Evaluation tasks: Screen-based Repeat the

30-35 minutes activities/participant | evaluation

procedure with at
least 5-10 different
users (clean the
devices for each
session)

Table 1: Tool’s important information
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Usersence Tool Design

Usersence is a collection of software, and self-report methods that assemble
information to identify users’ affective states, enabling evaluators to gather data for
analysis and decision-making, utilizing commercial devices. The tool supports
wearable and mobile devices that allow psychophysiological data recording,
facilitates the physiological signals and self-report responses processing, guides the
evaluators at every step of the procedure offering them the opportunity to utilize
such practices even though they are not specialized in them, provides information
about users’ emotional states in relation with time, location and environmental
conditions of the evaluation, visualizes recordings’ results on a main Ul (User
Interface) screen per user, and finally processes imported data locally, avoiding any
server infrastructure and maintenance for data uploadings. Also, Usersence is
directed towards usability experts, UX researchers, designers, product developers,
and workshop facilitators who seek to utilize practices that enrich traditional
evaluation methods and are eager to collect valuable and meaningful insights into
the multifaceted aspects of the UX.

As has already been mentioned, the Usersence tool utilizes biosensors, and
mobile and video capture devices to monitor the participants’ affective states during
a UX formative or summative evaluation. The selected physiological signals that the
tool processes are IBI, EDA, EEG, and facial expressions, and additionally, self-report
metrics are included (Likert Scale Questionnaires) as well as the user’s location and
video footage. Usersence combines different data based on its context of use. More
specifically, the tool's structure, in other terms the combination of biosensors,
mobile, and video capture devices, varies depending on the location of the
evaluation. In the field (outdoor space, long-scale environment), EDA, IBI, and GPS
data, video footage, and questionnaires are the primary recordings, as opposed to
the laboratory (indoor space, seated or restricted area, room-scale environment)
where the IBI, EDA, EEG and facial expression data and questionnaires are the main
source for emotion recognition.
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Image 1: Tool structure

Therefore, an evaluator should first decide the location of the procedure to
prepare the needed devices appropriately. In the lab, the involved devices are the
EEG Emotiv headset, the web camera for facial expression recording, the Empatica
wristband (IBI and EDA data gathering), and the action camera for user reaction
recording or the screen recording function, which is considered a promising option. In
the field, the Empatica wristband, the mobile phone (GPS, self-report questionnaire),
and the action camera will be used to record the essential data for the UX evaluation.

As soon as the participant has worn the selected devices, they must remain in
a neutral state, in a seated or standing position, for at least five (5) minutes for the
baseline to be measured. The recommended evaluation duration is fifteen (15)
minutes to thirty-five (35) minutes, including the baseline measurement time. When
the evaluation begins then the participant is free to complete the requested tasks, as
the evaluator described. Also, when considered necessary during the experience, the
participant must complete a questionnaire displayed on the Usersence’s mobile
application. This procedure may be repeated until the fulfillment of the evaluation’s
tasks by the participant. The evaluator after the recordings is responsible for
collecting the data from each wearable or mobile device and inserting them into the
tool’s folder system.

Thus, the Usersence analysis platform will be able to display a diagram or in
other terms, the experience chart for each participant of the evaluations. The
aforementioned steps are visualized in the following storyboard. Additionally,
according to Albert and Tullis (2022), the appropriate number of participants varies
from five (5) to ten (10), especially when the evaluation aims to identify the most
important and critical issues of the experience and the participants belong to the
same user group, such as citizens in the neighborhoods of the HertitACT’s pilots.
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Evaluation in the field set-up | During the evaluation

1. Decide the 2. Record the user’s 3. Lettheuser
evaluation category baseline. perform the tasks.
(lLocation and
devices).

Tool’s mobile app Tool’s visualization app
4. Request self-report 5. Insert devices’ data 6. Generate user’s
input. into the Analysis experience chart.
Command Line
Application.

Image 2: Usersence Storyboard

Moreover, the steps of the tool’s procedure are presented below in sequential
order, as they determine the evaluation outcomes. The Usersence flowchart depicts
the phases for which detailed instructions will be provided in the user manual to
assist evaluators in integrating Usersence into UX evaluations. These phases involve
selecting the location type for the evaluation and preparing the devices and the
participants (how they wear and use the equipment), recording the baseline, as it is
important for the physiological data processing and analysis, combining signal
recording and self-report metrics utilization, saving the data from each device to the
tool's folder system, and creating and understanding the experience chart
(evaluation diagram per user). The experience chart is the primary objective of the
Usersence tool because it provides evidence to support decision-making processes
related to potential adjustments or feedback on the overall design of an experience.
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Image 3: Usersence Flowchart

Additionally, the suggested tool's equipment consists of wearable and mobile
devices that are recommended for use to collect the necessary data to enable the
Usersence analysis platform to produce the experience chart. The equipment
includes A) 1 x Empatica E4 wristband, B) 1 x GoPro Max action camera, C) 1 x
Samsung S21 Ultra mobile phone D) 1 x Logitech C615 WEBCAM, and E) 1 x Emotiv
Flex Gel Sensor Kit 2.0 EEG headset. In the figure below, the connection between the
tool’s devices and data is presented. The Empatica wristband offers IBl and EDA data,
the GoPro camera generates a user’s point-of-view video, the Samsung mobile phone
delivers the location data and stores the questionnaire answers, the Logitech
webcam assists in the facial expression video recording, and the Emotiv headset
captures EEG data. The commercial devices are recommended because they are
considered appropriate to obtain the data that the tool requires based on the location
of the evaluation.

IBl & EDA Questionnaire
i responses & GPS Data EEG
Signal P signal
B T D
\______J
A Facial
c Expression E
Video

Image 4: Usersence Hardware
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Firstly, the Empatica E4 wristband is equipped with a photoplethysmography
(PPG) and an electrodermal activity (EDA) sensor, a 3-axis accelerometer, and an
optical thermometer, producing BVP (@64Hz), IBI, EDA (@4 Hz), XYZ raw
acceleration (@32Hz), and skin temperature (@4Hz) data, accessible in CSV format
through the E4 Connect dashboard (Garbarino et al., 2014).

Image 5: Empatica E4 wristband

Also, the GoPro MAX action camera transfers files via a USB-C cable, has a video
resolution of 5.6K 30fps, maximum stability, and horizon leveling, and a battery
capacity of 1600 mAh. The tool includes this camera to capture the user’s
perspective, producing an mp4 file requiring a microSD card, and its head strap
(GoPro MAX 360 Action Camera).

e
38 LT 9,8 ‘y
: “x:\\\‘g"&\\\5\,\\\\\\\\\\\\\\\\\\\\\\\\\\\\\

Image 6: GoPro MAX action camera

The Samsung Galaxy S21 Ultra 5G serves as the main mobile device equipment for
tracking the user location routes and storing the questionnaire responses of the
Usersence mobile application. The phone is able to transfer files to the tool's folder
system using a USB Type-C, is equipped with the appropriate location technology
(GPS, Glonass, Beidou, Galileo), and has a battery capacity of 5000 mAh, and an
Android operating system ensuring an optimal performance and data collection
reliability (Galaxy S21 Ultra, S21 Plus & S21 5G | Samsung Greece).
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Image 7: Samsung Galaxy S21 Ultra.

The web camera for facial expression video recording is the Logitech C615 WEBCAM
which has an HD autofocus and a resolution of 1080p/30 fps - 720p/ 60 fps. The
camera is attached to a USB-A cable, fixed to a mounting clip, and is compatible with
Windows 8 or later versions (Logitech C615 Full HD Webcam).

Image 8: Logitech C615 WEBCAM.

Finally, the required EEG headset is the Flex Gel Sensor Kit 2.0 which consists of the
silver silver-chloride sensor tips (34 sintered silver-silver chloride gel sensors, and
compatible ear clips), a compact control box fitted to the cap, flex cap, and USB
charging cable. Data acquisition requires an account to the Emotiv application and a
License for use.

Image 9: Flex Gel Sensor Kit 2.0 (EPOC Flex).

10
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Usersence consists of both wearable and mobile devices, and software, which
are essential for data processing and experience chart creation. The tool is
accessible through the HeritACT Toolkit’s website, which directs the users to the
repository. There the instruction folder is available for download, containing the
Visualization Platform, the Mobile App, the source code for the Analysis Command
Line Application, and the user manual. The manual presents all the necessary
information for the effective use and integration of the tool in the evaluation
procedure, for instance, information about the installation, storage, and cleaning of
the devices, data acquisition and management, and experience chart configuration.
The Mobile Application, the source code for the Analysis Command Line, and
Visualization Platform are the main software components. The Mobile Application
tracks the user’'s path location while displaying the customizable questionnaire
based on a Likert Scale. The source code for the Analysis Command Line Application
receives all the logged data which leads to the description of the user’s emotional
state (experience chart per user) through the Visualization Application. Furthermore,
data visualization is achieved through the app which includes a specific procedure to
effectively provide its results, in other terms the experience chart. This chart depicts
a common timeline of all the imported data into its folder system.

Wearable or Mobile
Devices ,‘ Wearable Device
MOBILE Guides
APP

Transfer Files
User

Manual

| @@

Tool
Download

Workspace

Data Input
Setup

Folder

Insert Data

@)

Visualization App

Heritact Toolkit

. @ﬂ Webpage
R,
-T Analysis Command Line Application

Image 10: Tool (System) Architecture
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From Web to Desktop

In this section, the procedures to follow upon downloading the Usersence zip
file from either the tool’s website or its repository. Firstly, you should decompress
the file:

1. Right-click on the file.
2. Select “Extract All”.
3. Follow the instructions on the pop-up window:
a. Select a folder destination where the file will be extracted.
b. Optionally, click “Browse” to select a different folder than the one
already displayed.
c. Click “Extract”.
4. Go to the destination folder you selected and double-click the installed
Usersence folder.
Inside the Usersence folder, you can find:
e The Usersence User Manual.
The Usersence Mobile Application (SenceMob.apk).
The Analysis Folder with the analysis.exe file.
The Visualization Application (SensViz.exe).
The Experiment Folder Template which includes:
o The configuration file (config.txt).
o The sample of the Folder Structure.

12
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Device Setup and

Installation

Usersence device setup varies based on the selected location of the
evaluation. In this chapter, the involved devices are presented per case, more
specifically if the evaluation is conducted in the field or the lab. Firstly, the
wristband, the smartphone, and the action camera are presented as they are the main
equipment setup for the field evaluation and afterward, the webcam, the EEG
headset, and the video recording method (screen capturing or video recording
through the action camera) are presented as the primary devices of the in-laboratory
evaluation. It is essential to emphasize that the wristband and the smartphone, are
also recommended as part of the in-laboratory equipment setup but because they
will be presented thoroughly previously, only some modifications will be noted due to
the change of context (location).

5

Wristband Smartphone Action Camera

EEG Headset

Screen recorder or
Action Camera
"

Webcam

Image 11: Devices based on location.
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In-field Device Setup

The Empatica E4 wristband is a wearable device that monitors physiological
data in real-time, and it is part of the Empatica Research platform that includes the
E4 realtime (for Bluetooth Smart Android devices), E4 manager (Windows), and the
E4 connect web application. The E4 wristband records the physiological signals and
depending on the operating mode (streaming or recording mode), the E4 connect
platform allows you to organize and download the recorded data. Usersence
suggests using the E4 wristband in recording mode, utilizing the E4 manager for
sessions’ uploading into the E4 Connect web platform, because of the E4 realtime
mobile application’s limited compatibility with some smartphones. Through the USB
dock and the USB MICRO-B cable, the E4 wristband can connect to your computer
(PC) and transmit its data to the E4 manager. Please see Appendix 2: Empatica
hyperlinks, to get access to external resources.

Before use:

1. Ensure that the E4 wristband is charged properly according to the device’s
manual (E4 wristband user’s manual or search the file in Empatica user
manuals) with the USB dock and the USB MICRO-B cable.

o The wristband’s LED indicator light should turn when it is
charging but is turned off.

2. Download and install the E4 manager into your computer.

o When you insert the wristband’s USB into your computer, but the E4
manager can not detect the wristband, then you should install the E4
USB Drivers by yourself, following the instructions as mentioned in the
lower paragraph on the support center page about: “E4 manager
installation issue on Windows”

3. Create an Empatica Connect account because it is necessary to log in to E4
manager and E4 connect.

4. Decide how you will use the wristband’s tags.

o The wristband’s button, when tapped, creates a tag in the recorded
data.

o Usersence uses tags either to allow the participant to enter the
timestamps (beginning and end) of the evaluation stages or to mark
events that the participant considers important during the evaluation.
The evaluator must choose beforehand the tag interpretation, to
explain to the participant how and why (for what reason) to use the
button to create tags.

During use:
1. Usersence suggests wearing the E4 wristband on the top of the participant’s
wrist on the dominant hand.

14



HeritACT The project has received funding from

[ ]
mpgh [ 5 HORIZON-CL2-2022-HERITAGE-01
L s |

under Grant Agreement Number 101094998

2.

o

Press the wristband’s button for 2 seconds to turn it on. A steady red light
indicates that the recording has started (the LED indicator after a few seconds
will switch off, but keep in mind that the recording will continue until you
press the button for 2 seconds and turn off the device).

Tap the button once (less than 1 second) to create a tag (a red light will flash
for about 2 seconds during recording, indicating that the tag has been
registered).

Press the wristband’s button for 2 seconds to turn it off.

Remember, when the LED indicator light alternates from red to
repeatedly, then the wristband is out of battery and needs charging.

After use:

1.

2.

Notes:
Please
wearin

Connect the wristband to your computer with the USB dock and the USB
MICRO-B cable.

Log in to the E4 manager, using the email and password of your E4 connect
account, and upload the recorded sessions to the E4 connect platform.

Log in to your E4 connect account, and download your data via the web
dashboard.

Remember it is important to maintain and care for the wristband, ensuring its
clearness after each participant’s evaluation process, by cleaning it with
cotton soaked in a small amount of ethyl or isopropyl alcohol.

consult the E4 wristband user’s manual for more information about device
g advice (4. Wearing the E4 wristband) and the LED light indications (5.

Interacting with the E4).

The mobile phone serves as the device that collects self-report and location

data, hosting the Usersence mobile application. The Usersence mobile application

can be

installed when the Developer options of the Android device (Samsung Galaxy

S21 Ultra 5G) have been enabled. This option allows you to configure your system
smartphone behaviors regarding its applications, but the Developers options menu is
hidden by default. To activate the Developer options:

1.

2.
3.
4

6.
Furthe
compu

Go to “Settings”.
Scroll down and tap on the “About phone” or “About device” menu.
Tap on “Software information” (only for Samsung smartphones)

. Tap seven (7) times on “Build number” until the indication: “You are now a

developer” is displayed.

If you have a password, PIN, or pattern, you must enter it to confirm the
activation of the Developer options menu.

The “Developer options” menu is now enabled and displayed in your Settings.
rmore, using a USB-C to USB-C cable, connect the smartphone to your
ter or download the Sensmob.apk from a cloud folder (e.g. Drive), to install the

15
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Usersence mobile application, create a destination folder and move there the
SensMob.apk file to your smartphone’s folder. Then:

1. Disconnect your device.

2. Launch the Usersence Mobile App on your smartphone.

3. Allow GPS access while using the app.

Q

Allow SenseMob to access this device's location?

While using the app
Only this time

Don't allow

Image 12: Allow GPS access.

4. Exit the app and connect again the smartphone to your computer, your mobile
phone should be detected as a device.

16
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Image 13: Smartphone detected as a device.

5. Open the folder following the directory:

Android\data\com.ISDLabAegean.SenseMob\files and open the file config.txt

which contains certain customizable options:

Configuration Settings

#configuration file for the evaluation questionnaires
#activation can be location, button or time

#location is activated once for each of the saved locations
#that the user approaches within the defined range

#time is activated repeatedly in a given frequency
#button is activated on demand when the user presses a
button

activation=button

#button name is for button activation
buttonName = Evaluate!

#frequency is for time activation, in minutes
frequency=2

#range is for location activation in meters
range=10

Notes

The questionnaire includes one
customizable question that
reappears depending on the
activation value:

1. button
2. time
3. location

How the questionnaire is
activated.

The word that’s on the button
which causes the questionnaire
to appear when the participant
presses the button.

Only available when:
activation=button

How many minutes will take for
the mobile app to open the next
question.

Only available when:
activation=time

The distance (m) from the
pre-saved locations. This value
forces the questionnaire to

17
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appear when the participant is
within range of the location.
Limitation: only one question
per location.

Only available when:
activation=location

title=How are you feeling right now? The question and the answer
questionl=very sad options of the self-report
question2=sad questionnaire.

question3 = neutral

question4=happy

question5 = very happy

Table 1: mobile configuration file options.

6. Choose the activation option and save the mobile configuration file.

Before use and once the installation is completed:
1. Open the Usersence mobile app and tap on “Admin”.

UserSence / SenseMob

GPS Status: on

Admin

User

Image 14: First Usersence Mobile Screen.

18
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2. Onthat menu, you can:
a. Check if the Location (GPS) of the smartphone is activated.
i.  The GPS Status must be on ( indication on the top left corner of
the mobile screen).
b. Verify the activation mode of your choice (location, button, or
time-based) and the name of the button in case of button activation
mode.

UserSence / SenseMob

GPS Status: on

Configuration

activation: button, name: Evaluate!
Saved locations 0

Name:

Lat: 37.4455490112305 .
Long: 24.9418621063232 N)

Add Current
Location

Back

Image 15: Admin Screen & activation = button.

c. Verify how many times the questionnaire will be displayed (saved
locations).
d. Add a location by:
i.  Walking to the place of your choice with the smartphone in hand.
ii. Enter a name for your place in the “Name” section, for example
“home” (image 16).
iii.  Press the “Add Current Location” button and verify the change
of the “Saved Locations” number (image 17).

19
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Image 16: Save a Location. Image 17: Successful Location Addition.

During use:
1. Open the Usersence Mobile app and tap the “User” button from the first
Usersence Mobile Screen (image 14).
2. Give the smartphone to the participant.
3. Offer the the follow instructions:
o Press the “Start” button a few moments before the activity of the
evaluation begins (Image 18).
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UserSence / SenseMob

GPS Status: on

Start

Time ellapsed: 0 min
Distance walked: 0 m

Tracked points: 0

Back

UserSence / SenseMob

GPS Status: on

Time ellapsed: 1 min

Distance walked: 96 m

Tracked points: 28

Evaluate!

Stop!

(press twice)

Image 18: Start recording (green) button & “Evaluate” button for activation question.

o Press the “Evaluate!” button when you want to record a self-report

response (image 18).

m In case the activation value varies:
e |[f activation = frequency, then after some minutes the

question will pop-up automatically.

e |f activation

location, then the participant will trigger

the question in case they are near the pre-saved location
that has been added beforehand.

o Do not press the
interrupted.

MStop"

button, because the process will be

o Tap the response you want to choose and tap the “Confirm!” button
which appears only if an answer is selected (image 19).
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UserSence / SenseMob
GPS Status: on

Button pressed: Evaluate!

How are you feeling right
now?

very sad

sad

neutral

happy

very happy

UserSence / SenseMob
GPS Status: on

Button pressed: Evaluate!

How are you feeling right
now?

very sad

sad

neutral

very happy

Confirm!

Image 19: Answer options and confirmation.
o Stop the Usersence Mobile App by pressing the “Stop” button two
times in a row (image 18).
After use:

1. Connect your smartphone to your computer with a USB-C to USB-C cable.

2. Select the Transferring files or File transfer option on your smartphone.

3. Open the folder following the directory:
Android\data\com.ISDLabAegean.SenseMob\files

4. Near the config.txt file two new file types will be created for each participant

in the evaluation: A)pathl.csv and B)responsesl.csv. If you have more than one
participant then you will have more path/responses pairs.
Copy or Move the files (pathl.csv and responsesl.csv) to your computer.

o For iterative evaluation procedures: You can delete the path and
response files from the smartphone in case you want to start the
numbering sequence from the beginning for the next time. Otherwise
the number extension in the files will be getting bigger.

o1

Notes:
e Remember to charge the smartphone before use.
e Keep the device’s Location (GPS) on during the evaluation.
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e Adding Locations is mandatory when: activation = location.
e Explain to the participants how to use the app before the evaluation begins.

The action camera that is recommended to use is the GoPro MAX camera with
its head strap, to record the participant’s perspective during the evaluation in an
outdoor space. In this way, the evaluator can have a point-of-view (POV) video, when
they examine the insights on the Usersence Visualization App after the evaluation.
More specifically, the evaluator can associate the participant’s state with the video
time and thus to the participant's activity during the evaluation. The GoPro MAX
action camera includes:

e Two rubber-protecting lenses to protect the camera lenses when the camera is
being stored.
e A curved adhesive mount.
e A MAX battery.
e A Mounting base with a thumb-screw.
Before use:
1. Insert the MAX battery.
2. Insert the microSD card.
3. Charge the action camera using the USB-C cable.
4. If necessary update the firmware manually (Manual Update) or using the
GoPro app.
During use:
1. Record a video by pressing the record button on the top of the camera.
2. Keep the settings on default (1080| 60|W).
3. Record in Hero Mode which is the regular or traditional video (not a 360°
Video).
After use:
1. Transfer video files by selecting one of the following options:
o The USB-C cable that connects the action camera to your computer.
o microSD adapter.
o The GoPro application on your mobile phone.

Note:
e |tis suggested to transfer video files using the USB-C cable.

In-lab Device Setup

During a laboratory, evaluation of more devices can be utilized, and the
participant should be in a seated position to ensure accurate measurements. These
devices also include the Empatica wristband and the Usersence mobile application,
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only for questionnaire response gathering, as presented in the previous section of
the Usersence User Manual.

The Emotiv Flex Gel Sensor Kit according to the EPOC FLEX User Manual includes a
wireless control box (FLEX controller), thirty-four (34) multi-rode gel sensors
manufactured from sintered Silver/Silver Chloride that are compatible with gel
electrolytes, two ear clips, a head-cap, a universal USB receiver and a Micro-B to A
USB charge cable. The EEG data is accessible via the EmotivPRO desktop application,
which requires the EMOTIV Launcher which ensures the connection between the
hardware (Emotiv Flex Gel Sensor Kit) and the software (EmotivPRO Lite). Please see
Appendix 3: Emotiv hyperlinks, to get access to external resources.

Before use:
1. Charge the FLEX controller with the Micro-B to A USB cable.
2. Insert the Sensors into the cap.
a. Sensor wires are color-coded, blue for left, red for right.
b. Map the sensors in the EPOC X configuration to gather the performance
metrics.
Place the FLEX controller in the rear head position.
Tidy up the wiring to secure the sensors’ placement.
5. Plug the white connectors (attached at the end of the red and blue wires) into
the FLEX controller.
6. Create an Emotiv ID (Emotiv account).
7. Install the EMOTIV Launcher and the EmotivPRO.

el

During use:
1. Login to your Emotiv ID account both in EMOTIV Launcher and EmotivPRO.
2. Turn on the FLEX controller (the LED indicator light will turn if the

controller is fully charged).

3. Connect the USB receiver to your computer.

4. The EEG headset will appear on the available devices and click “Connect”.

5. Click the “Connect Headset” button on the EmotivPRO application.

6. Follow the instructions about the device fitting, contact quality, and EEG
quality.

a. Using a cotton swab carefully move the hair below the sensor opening,
tip the cotton swab into isopropyl alcohol, and degrease the skin by
rotating the cotton swab inside the sensor opening.

b. Using a small syringe, fill the sensor opening with electrolyte gel (e.g.
Nuprep).

7. Achieve the highest EEG quality ( indication) to ensure that your EEG

data are accurate.

24



HeritACT The project has received funding from

[ ]
u - I [ 5 1 [ [ 5 HORIZON-CL2-2022-HERITAGE-01
| I il under Grant Agreement Number 101094998

8. Record your session, by pressing the record button to begin and the stop
button to complete the recording session.

9. Export the EEG data recording.

10. Disconnect the headset before unplugging any device and turn off the FLEX
controller.

After use:

1. Remove the FLEX controller from the cap.

2. Secure the white connectors, which are attached at the end of the red and
blue wires, with a zip lock bag and seal them using a rubber band to protect
them from getting wet (they must remain dry, hold them out of water).

3. Clean the gel sensors immediately after each use, before the electrolyte gel
starts to dry.

a. Follow the cleaning instructions carefully to avoid damaging the EEG
headset.

Usersence tool requires a video recording of the participant’s face, to detect
emotional states based on their facial expressions. The webcam must be placed at
the top of your computer screen or in the main area of interest of the participant
during the evaluation, capturing the participant’s face. Also, the webcam must be
connected to your computer via its USB cable to record an mp4 video through the
Windows Camera application (standard camera app on Windows ).

Note:
e Pay attention to the light, it must be consistent and clear throughout the
recording.
e The camera must be placed in a suitable position to record the participant's
face accurately.

Use the Windows Camera application to record the video.

Begin recording after completing the EEG headset and Empatica wristband

setup, a few moments before starting the evaluation procedure.

The Usersence tool supports the input of additional video in an In-Lab
evaluation, which captures the user during the procedure. Screen recording is
recommended when the evaluation involves computer (screen-based) interactions or
recording the participant’s activities utilizing the action camera, which in his case can
be placed on a vertical surface or a tripod rather than on the participant’s head. A few
moments before the evaluation begins, activate the screen recording option of
Windows by pressing the Windows logo key + G on the keyboard to open the Game
Bar_menu. If the evaluator prefers to use the action camera, they should follow the
instructions in the previous chapter regarding the Action Camera, except that they
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should place the camera in such a position that the participant’s actions and
movements are recorded accurately.

File Organization & Data
Analysis

The file collection from individual devices and applications should be
performed carefully so that the data can be analyzed and eventually visualized. Every
device and its software exports specific file types that must be organized
accordingly. The evaluator should gather the following files from the exported data
from each device software (Empatica Connect, Usersence Mobile App, EmotivPRO) or
the files produced from each device (recorded videos) or the files from the main
Usersence Folder, which the evaluator unzipped. The required files are:

e From the Usersence Folder:
o config.txt

e map.txt
From the E4 connect:
o EDA.csv
o IBl.csv
o tags.csv
e From the Usersence Mobile App-smartphone:
o path.csv

O responses.csv
e From the webcam and the standard Windows Camera application:
o faceVideo.mp4
e From the action camera or the screen recorder:
o videoRecording.mp4
e From the EmotivPRO:
o eeg.csv
Moreover, it is critical to clarify that the configuration file (config.txt) provides
the ability to make customizable options and thus is fundamental to elucidate its
layout. The tool development team has set certain values and benchmarks as a
default, and potential changes are optional depending on the evaluator’s judgment.
After each change, the configuration file must be saved and transferred into the Main
Folder, which the evaluator must create (more information about the file organization
in the Folder Structure System section). The configuration file includes information
for both the analysis and the visualization procedure.
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Below the variables that are used by the Analysis App or the Command Line
Application are presented based on the EDA Explorer (Taylor et al., 2015) and the
heart rate variability metrics (Shaffer & Ginsberg, 2017):

R
L4

2
%

R
*%*

RS
%

eda_thres=0.7: (measured in microSiemens or uS), the minimum amplitude
that a skin-conductance response (SCR) must reach to be counted as an SCR.
eda_offset=1.0: (measured in seconds), the number of seconds for which the
derivative must be positive before a peak and the number of seconds for which
the derivative must be negative after a peak.

eda_start_wt=4: (measured in seconds), the maximum number of seconds
before the apex of a peak that is the "start” of the peak.

eda_end_wt=4: (measured in seconds), the maximum number of seconds after
the apex of a peak that is the "rec.t/2" of the peak, 50% of amplitude.
ibi_window_size=120: (measured in seconds), stress calculation time based on
the interbeat intervals (IBl), and more specifically the root mean square of
successive IBI differences (RMSSD feature).

facecam_freq=2: how many frames per second are processed to identify the
participant’s facial expressions (the higher its value, the more analysis time is
required).

The Visualization App utilizes the following variables:

2
0.0

R
0’0

experiment = My evaluation: session name

eda_high_perc = 0.1: percentage in comparison with the threshold by which
the EDA peak is considered High, otherwise it gets the medium value.
eda_very_high_perc = 0.2: percentage in comparison with the threshold by
which the EDA peak is considered Very High.

eda_values = medium,#cddce4, high,#badldd, very high,#a5c7d8: labels and
colors, in HTML HEX format, for the three EDA peak values.

eda_graph_color = #a5c7d8: EDA graph color

ibi_high_perc = 0.2: percentage in comparison with the baseline, in which the
stress value is considered High.

ibi_very_high_perc = 0.3: percentage in comparison with the baseline, in
which the stress value is considered Very High.

Ibi_values = baseline, #e5e5e5, very low, #dfe7eb, low, #dfebe5, medium,
#ebe9df, high, #ebe4df, very high, #ebdfe2: labels and colors of the six Stress
values, including the baseline.

ibi_graph_color = #ebdfe2: 1Bl graph color.

eeg_high_thres = 0.6: the threshold value, above which a scaled eeg
performance value (takes values between 0 and 1) is considered high

eeg_ very_high_thres = 0.8: the threshold value, above which a scaled eeg
performance value (takes values between 0 and 1) is considered very high
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eeg_attention_values = very low, #dfe7eb, low ,#dfebe5, medium, #ebe9df,
high, #ebe4df, very high, #ebdfe2: labels and colors of attention values based
on EEG data

eeg_excitement_values = very low, #dfe7eb, low, #dfebe5, medium, #ebe9df,
high, #ebeddf, very high, #ebdfe2: labels and colors of excitement values
based on EEG data

eeg_stress_values = very low, #dfe7eb, low, #dfebe5, medium, #ebe9df,
high, #ebeddf, very high, #ebdfe2: labels and colors of stress values based on
EEG data

tag type = state: E4 tags’ type (state or event). States have a duration and
thus they divide the timeline, while events are instantaneous or momentary.
tag_values = onboarding, #eeeeee, first task, #eeffee, second task, #eeeeff,
reflection, #eeeeee: tags’ values, the name of the states or events and their
colors. If there are N tags then N events or N+1 states are formed. If any value
is missing the last one is repeated.

facecam_values = angry, #ebdfdf, disgust, #e5ebdf, fear, #e5dfeb, happy,
#ebebdf, sad, #dfdfeb, surprise, #ebe5df, neutral, #e5e5e5: labels and colors
of Facial Expressions.

facecam_emotions = happy, sad, surprise: the facial expressions that will be
displayed.

facecam_min_time = 1.5: minimum time in seconds for a facial expression to be
considered valid and be displayed.

map_top_left = 37.44585,24.94123. top left corner of the map in latitude,
longitude, this value changes depending on the location of each evaluation.
map_bottom_right = 37.44485,24.94288: bottom right corner of the map in
latitude, longitude, this value changes depending on the location of each
evaluation.

gps_graph_color = #d0d0d0: color graph of the walking path.

response_type = satisfaction: questionnaire topic

response_values = not at all, #effdef, little, #dfebdf, medium, #cdedcd, high,
#baddba, full, #a5d8a5. |abels of the five values of the mobile questionnaire
answers and their colors.

In addition, the Main Folder contains an image of a map (map.png) which

serves as the background of the walking path display screen, when the evaluation is
conducted in the field and GPS data are recorded via the Usersence Mobile App. The
evaluator must create the map image and then insert it into the Main Folder and
update settings, by making changes to the configuration file and updating the values
of the variables: map_top_left and map_bottom_right. In order to make these
changes, the evaluator should use OpenStreetMap to generate the map image
background and calculate the values of the variables. In order to demonstrate the use
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of the website, an area of Hermoupolis will be used as an example. The evaluator will
have to locate their desired area on the map, following the instructions below:
1. Go to the OpenStreetMap website and locate the area you want.

v} Export| OpenStrectMop x 4+ - u} X

« C = openstreetmap.org/export¥map=16/37.4379/24.9398 s ¥ e 0 L 09
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&
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37.4446 ~,
a Hoaeai 2
iigt: P 3
24.9302 24.9494 keyas 2
\ T”«:,% | §E s
37.4312 X ) =T
=S T
Manually select a different area N
. ™ wﬂa‘ff“’b
Licence %
% e
OpenStreetMap data is licensed under the Open 2 35"y,
Data Commons Open Database License (ODbL). = s $Ep:
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G077 il [ e~ =
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If the above export fails, please consider using
one of the sources listed below:

Overpass API
Download this bounding box from a mirror
of the OpenStraetMap database

Planet OSM
Regularly-updated copies of the complete
OpenstreetMap database

Geofabrik Downloads
Regularly-updated extracts of continents,
countries, and selected cities

Other Sources

Additional sources listed on the
OpensStrestMap Wiki

© OpenSireetMap contributors v M: Website and API terms

Image 20: Selected Area of Hermoupolis.
2. Click on the “Share” Icon.

{*

=1
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Image 21: “Share” Icon.
3. Click on the white box “Set custom dimensions”, on the lower side of the
Share Menu and adjust the area setting box as desired.

b4 ¢ Export| OpenStreetMap x o - o x
€ 5 @ % openstreetmaporg/export¥map=17/37.43111/24.93550 5 % c D &0 ¢
B Books- Dropbox ] GTD global ™ FYPOR: A meteogr.. (&) ChatGPT [ All Bookmarks

é.» OpenStreetMap GPS Traces User Diaries Communities Copyright Help About

Search S

Share .

X
Export Link or HTML
37.43446 Include marker
24.93203 24.93896
37.42775 https://wea.openstreetmap.

Manually select a different area

Geo URI

Licence
ge:37.43111,24.935507z=17

OpenStreetMap data is licensed under the Open
Data Commons Open Database License (ODbL).

If the above export fails, please consider using
one of the sources listed below:

Image

Format: PNG v

Scale: 1: 3435

Overpass API
Download this bounding box from a mirror
of the OpenStreetMap database

Set custom dimensions

Image will show standard layer at
668 x 503

Planet OSM

Regularly-updated copies of the complete
OpenStreetMap database

Geofabrik Downloads
Regularly-updated extracts of continents,
countries, and selected cities

Other Sources

Additional sources listed on the
OpenStreethap Wiki

- ® OpenStreetMap contributors » Make a Donation. Website and API terms

Image 22: Click on the “Set custom dimensions” tick-box.
4. Under the “Export” Menu, click the “Manually select a different area” button.
A second area setting box will appear. Place the second box so that it fits
directly on top of the first one.
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Export Image Export Image
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Sale: 1: 435 Seale: 10 435

Overpasz API
Dowrioad this bounding bor from a miror of
the Openstrsethizp cstabace

Overpass API
Dow inding box rom a miror of
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Set custom dimensions

© Set custom dimensions

Planet 0SM
Regularly.updated copies of the complete
Openstreetiap

Planet 0sM
Regularly.updated copies of the complete
per

:
:
o
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counties. and selecred cites

¢ continents. fcontinents.

countries. an selected cites

Other Source:

Other Sourcez
p

tec on the
o

© Opansitoniapcontouors » ke  Doralon- Websis AP tems

Image 23: The second area setting box is on top of the first one.
5. Click the “Export” button, and save the image as: “map.png” (name: map, file

type: png).
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6. Copy, or write down the four GPS values displayed on the top-left box under
Export:
(top, left): 37.43376, 24.93269
(bottom, right): 37.42962, 24.93758
top
37.43376
24.93269 24.93758

37.42962

left right
Bottom
Image 24: Coordinates in the top-left box under Export.
7. Open the configuration file (config.txt) and paste the saved values on the
variables:
map_top_left =37.43376, 24.93269
map_bottom_right =37.42962, 24.93758
8. Save and exit the configuration file.
In this way, you created the map image and inserted the necessary values in the
configuration file, so that the map screen would be displayed properly in the
Usersence Visualization App. The next section presents how to organize the
necessary files and folders in order to run the Usersence Command Line Application
and the Visualization App correctly.

Folder Structure System

The sequence between the Command Line Application and the Visualization
App is predefined and can not be altered, because the first application, if organized
properly, analyzes the data, and the second one visualizes them, generating the
experience chart. Before running the applications, it is mandatory to collect all the
necessary files mentioned above and move them to a specific location on your
computer with a certain structure. Follow the instructions to create your working
directory.
1. Go to your File Explorer and choose the location to create a Folder.
a. Suggested location: Documents Folder on your computer.
2. Create a New Folder and name it “HeritACT”.
a. Thisis the Folder where all the evaluation sessions must be
transferred.
3. Inside the “HeritACT” Folder, create a New Folder with the name
“EvaluationHermoupolis”.
a. Thisis the Folder where all session-gathered data must be transferred
per user.
4. Inthe “EvaluationHermoupolis” Folder insert the configuration file (config.txt)
and the map image (map.png) you created.
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5. Inthe “EvaluationHermoupolis” Folder, create a New Folder and name it

10.

11.

Note:

“userlID”.

a. Thisis the Folder where all the data of a single participant must be
transferred.

b. Do not name the “userID” Folder with a real name.

c. Toinsert more participants in the “EvaluationHermoupolis” Folder
session, create New Folders with different user ID names, for example,
the next participant's Folder should be named “userIDnext”.

In the “userID” Folder, create five (5) New Folders:

a. “E4” Folder

b. “MobileApp” Folder

c. “Webcam” Folder

d. “Action Camera” Folder

e. “EmotivHeadset” Folder

Move to the “E4” Folder all files produced from the wristband:

a. EDA.csv

b. IBl.c sv

c. Temp.csv

d. acc.csv

e. tags.csv

Move to the “MobileApp” Folder the following files and delete their numeric
extension (do not use pathl.csv or responsesl.csv):

a. path.csv

b. responses.csv

Move to the “Webcam” Folder:
a. faceVideo.mp4

Move to the “Action Camera” Folder:
a. videoRecording.mp4

Move to the “EmotivHeadset” Folder:
a. eeg.csv

Create the Folder Structure either the evaluation is conducted in the field or
lab.

Leave empty the Folder for which you have no data.

You can copy and paste the folder structure which is included as the
Experiment Folder template.

Examples of a working directory with the mandatory Folder structure are illustrated
in the following images. In the first example, instead of the Documents Folder, the
Projects Folder is selected, and the “EvaluationHermoupolis” Folder has been
renamed to “testexp”, which includes four participants' Folders with different IDs.
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| = | testexp - O X
Home Share View v o
&« v A D:\Projects\Heritact\testex ~| @ | Search testexp o
Mame Date modified Type Size
usrAC13 13/2/202412:32 pp File folder
usr)D25 15/2/2024 4:27 pp File folder
usriM14 15/2/2024 10:22 mp File folder
usrTBO7 15/2/2024 427 pp File folder
config.bet 15/2/2024 11:19 mp Text Document 2KB
& map.png 6/2/2024 2:49 pp PNG Image 183 KB

Image 25: Working directory example with the mandatory Folder structure.

<HertACT >

3

r'N

<EvaluationHermoupolis>

% config.txt

map.txt

=UserlD=

<Ed>

E[ EDA cav

ﬂ 1B1.cav

E[ tags.csv
<MobileApp=

t[ path.csv

=] responses.csv
<Webcam>

[

1 faceVideo.mpsd

<ActionCamerax

D  videoRecording.mpd
<EmotivHeadsat>

[
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cuseriDnext>
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e

5

<EvaluationElsewhara >

Image 26: Folder Structure System Diagram.
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Command Line Application

The data analysis is conducted with the assistance of the Command Prompt or the
Command-Line Interpreter. Firstly, ensure that the configuration file, the config.txt in
the Usersence Folder you downloaded from the tool’s repository, is ready to use and
if a customization is needed, make any change necessary before continuing on the
next steps. The default settings for data analysis are:

e eda_thres=0.7
eda_offset=1.0
eda_start_wt=4
eda_end_wt=4
ibi_window_size=120

e facecam_freq=2
When you are ready:

1. Open the Command Prompt by searching “cmd” on your taskbar.

B Command Prompt - O X

Image 27:0pen the Command Prompt.
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2. Navigate to the Analysis Folder.

E¥ Command Prompt — O X

Image 28:Navigate to the Analisi Folder.

3. Insert the path of the session’s Folder (e.g. EvaluationHermoupolis or testexp)
by typing analysis (hit space) (pase the folder path)! Then press the “ENTER”
button.

BE¥ Command Prompt — O X

Image 29:Insert your session’s Folder.
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4. Wait until the analysis is performed for each user-folder.

B Command Prompt - analysis d:\projects\heritact\testexp

Image 30:Data Analysis in the Command Line Application.

Note: When the analysis is completed (100%) then open the Usersence Visualization
Application (SensViz.exe).
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Visualization Application

The evaluator should launch the Usersence Visualization Application, only
when they have completed all the previous steps which include the data recording
and exporting from the involved devices, the mandatory creation of the folder
structure and the placement of the needed files in it, and the launch of the Command
Line Application. Switching the sequence of steps will cause undesirable results
because the system will not work properly and no experience chart will be created.

Firstly, before opening the Usersence Visualization Application, find and copy
the file path of your Folder (e.g. EvaluationHermoupolis or testexp based on the
previous examples), which contains the files of an evaluation organized by each
participant. If the path is not visible as in the picture below then:

1. Right-click on the “testexp ” Folder.

2. Click on the “Properties” option.

3. Copy the path from Location in the General Menu on the pop-up window.
The copied path according to the example is: “D:\Projects\Heritact\testexp”. The
example refers to a field evaluation with four users, utilizing the E4 wristband, the
smartphone, and thus the Usersence Mobile App and the Action Camera.

I [Z [ = | testexp - m| X

Home Share View o

« v D:\Projects\Heritact\testexp ] Search testexp el

MName Date modified Type Size

usrAC13
usrlD25

f2/202412:32 pp File folder

1
1 File folder
1
1

usrJM14 File folder

usrTBO7 3 427 pp File folder
D config.tet 15/2/2024 11:19 mp Text Document 2 KB
& map.png 6/2/2024 2:49 pp PMNG Image 183 KB

Image 31: Find Folder path.
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Subsequently, open the Usersence Visualization App by double-clicking the file
located in the Usersence Folder you downloaded from the tool’s repository. Once the
window appears, paste the path in the edit box on the top-left corner, near the Exp.
path, and click the “update” button.

0! SenseVis - O X
Exp pan: e U
User: - Experiment - Date: -
00-00 ' 00-00
Summary:

Image 32: Paste the Folder path.
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As a result, the name of the experiment (as declared in the config.txt) and the map
image (if added) are displayed. Also, on the Combobox near User, the total number of
participants, whose data analysis has already been completed, is presented.

0! SenseVis — O K
Exp.path: |D"‘-PI’DJECTS"-HEHIECT'\teﬂelp | Iupdate | User: |[4users] v|
User: - Experiment My evaluation Date: -
00:00 ' 00:00 .
Summary: . _ - :
o = .

Image 33: Update data to the Visualization App.

To generate the Experience Chart for each participant, click on the Combobox, and
select an option from the drop-down list.

o SenseVis

Exp. path: | D:\Projects\Heritact testexp update User:

User: - Experiment My evaluation

Image 34: Participants on the Combobox drop-down list.
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The user's selection will generate the interactive presentation of the user's
experience chart. The name of the user’s file, the date, and the time are displayed at
the top of the chart. At the same time, in the center of the window, a series of Lanes
are presenting the analyzed data that the evaluator imported into the Folder
Structure. To the left of each Lane is the data source, while on the right is the data
interpretation.

al SenseVis — O X
User: usrAC13 Experiment My evaluation Date: 26/01/2024, 13:15:39
E4: Tags onboarding first task second task reflection state
very high very high medium wvery high  very high
E4: EDA arousal
E4: 1Bl baseline very low very low low medium stress
Mob: Walk speed
high little

Mob: Response satisfaction

00:00 ' 11:05
Summary:

Image 35: Experience Chart of the participant usrAC13 (In-field Evaluation).

The Usersence Experience Chart depicts the following aspects of the User
Experience, based on the devices and software utilized in the previous steps:
e E4:Tags
Based on the time stamps when the tag button was pressed and based on the
names given in config.txt (see tag_values) the states were created (in
config.txt: tag_type = state). If tag_type was declared as “event” they would
be painted as instant points.
e E4:EDA
EDA Peaks (arousal) colored and categorized according to their intensity. The
distinction between medium, high, and very high is made by the associated
settings in config.txt (eda_high_perc, eda_very_high_perc). Below, the raw
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data is painted as a graph. The color of the graph, labels, and their colors are
set in config.txt (eda_graph_color, eda_values)

E4: I1BI

The analysis of the IBI in "windows" displays stress in comparison to the
baseline. The size of the window in seconds is in config.txt (ibi_window_size)
and is used in the analysis. The distinctions between high/very high and
respectively low/very low stress are made by the relevant settings in
config.txt (ibi_high_perc, ibi_very_high_perc). Below that the raw data is
drawn as a graph. The color of the graph, labels, and their colors are set in
config.txt (ibi_graph_color, ibi_values).

Mob: Walk

The user's movement speed graph.

GPS

Its color is declared in config.txt (gps_graph_color).

Facecam

The facial expressions of the user over time visualized as colored dots on the
timeline. The coloring of each of the possible expressions (angry, disgust, fear
,happy, sad, surprise and neutral), the selection of expressions to be shown on
the timeline and the minimum time of expression (in seconds) to be
considered valid are declared in the config.txt file.

Mob: Response

The participant’s questionnaire answers from the mobile phone - Usersence
Mobile App. The response type is given in config.txt (response_type) and is
written to the right of the lane. The labels and colors (for answers from1to 5 -
Likert Scale) are given in config.txt (response_values).

EEG: ATT

EEG: EXC

EEG: STR

The values of attention, excitement and stress over time, as processed by the
eeg device. They are visualized as colored dots on the timeline and based on
the value they are labeled in the range [very low > very high]. The thresholds
for labeling, the names of the labels and the respective colors for all three
values are given in config.txt.
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0! SenseVis — m} K
Exp pan: e U
User: usrAC13 Experiment My evaluation Date: 26/01/2024, 13:15:39
E4: Tags onboarding first fask second task reflection state
wvery high very high medium wery high  very high
E4: EDA arousal
E4: IBI baseline very low very low low medium stress
Mob: Walk speed
high little
Mob: Response satisfaction
03:32 ' 11:05
L
Summary:
Current state: firsttask. Arousal peak based on EDA: 0.9 > very high. Stress data based on IBl: 47.0 (baseline=34.7) > t
very low e 12 | m :

Image 36: Interact with the Experience Chart.

Interact with the Experience Chart by moving the timeline. The blue time indication
corresponds to the time point in seconds, while on the right side of the timeline, the
full session duration is displayed. The timeline movement affects the smaller screens
of the chart, as the timeline of the recorded video (footage from the action camera,
on the top right screen) and the participant’s route (based on the Location/GPS of
the smartphone and the Mobile App, on the bottom right screen) changes
accordingly and simultaneously. Finally, a short summary of the findings per
timestamp is printed in the lower blue window. Below are also screenshots of the
experience chart from an in-lab evaluation (see Image 37 and 38).
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55 SenseVis

Exp.path: [\Rentact'\DpsdExperiments'lab | | update |  User

camera: happy.

Current state: site2 Arousal peak based on EDA: 16 > very high Stress data based on IBI: 49,0 (baseline=39,8) > low. Expression based on face

User: userPb4flab Experiment Lab test (for Heritact demo) Date: 29/02/2024. 12:26:17
E4: Tags site site2 sited state
high  wvery high medium  very high high
E4: EDA arousal
E4: 1Bl baseline rnedium medium medium medium low high stress
e vides tumeinlis
sad sad sad sad sad sad happy happy happy sad

Facecam expression

1057 ' 1422
Summary:

-
¥
¥

Image 37: Experience Chart of the participant userP54lab (In-lab Evaluation)/ Blurred facial
characteristics to ensure participant's anonymity.
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55 SenseVis

Exp. path: | \Heritact\DpsdExperimentslab| | update User: |userP57ab v

User: userP57lab Experiment Lab test (for Heritact dema) Date: 29/02/2024. 17:15:37
E4: Tags site site2 sited sited state
E4: EDA arousal
E4:1BI baseline medium mediurm medium stress
sad sad sad sad sad jad sad sad sad sad
Facecam expression

low low low low |ow low low medium

EEG: ATT attention
very low low low ligh very low low
EEG: EXC
mediim  low low low low
EEG: STR stress
a
a
03:58 ' 1407
Summary: n. A

Current state: site2. Stress data based on IBI: 81.5 (baseline=78,0) > medium. Expression based on face camera: sad. Attention based on EEG: 0.3 >
low. Excitement based on EEG: 0.7 > high. Stress based on EEG: 0.6 > high.

Image 38: Experience Chart of the participant userP57lab (In-lab Evaluation)/ Blurred facial
characteristics to ensure participant's anonymity.
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Appendices

Appendix 1: Theoretical Background

User experience design offers a unique perspective on the creation,
interpretation, and evaluation of an activity, as it breaks free from the restrictive
framework of usability by including more variables related to the observations,
emotions, and perceptions of the participants that influence the core concept of an
experience (Albert & Tullis, 2022). Although the definition of the term:. "User
Experience" can be expressed in a variety of ways depending on the context and
circumstances, it is important to highlight two key definitions to understand the term
and its contribution to the tool's configuration.

Firstly, according to the International Organization for Standardization (ISO),
User Experience (UX) is the way someone thinks, feels, and reacts to the use or the
expected use of a product, system, or service. Moreover, ISO clarifies that UX
includes a plethora of aspects related to the experience such as the user's opinions,
conceptions, ideas, assumptions, physical and psychological responses,
achievements, actions, and behaviors that arise at any time prior to, throughout, and
following the use and interaction. Also, ISO highlights that UX is the outcome of the
interactive system’s components (presentation, interface, capabilities, efficiency,
and supportive options of the interactive system) and of the user’s state that has
been shaped through time (abilities, beliefs, personality traits) and their interaction
within a specific context. Last, but not least, ISO mentions that usability is able to
contribute to the evaluation of user experience because it can be perceived as
metrics that describe aspects of user experience related to the goals or motives of
the users (ISO, 2010).

Secondly, Don Norman and Jakob Nielsen argued that UX: "encompasses all
aspects of the end-user's interaction with the company, its services, and its
products.” claiming that offering services and conducting the required processes to
meet users' needs will contribute to the fulfillment of their goals and objectives,
leading to an adequate user experience. Of course, Don Norman and Jakob Nielsen
explain that the quality of UX may be affected by a variety of factors (engineering,
marketing, graphical and industrial design, and interface design) and they also
emphasize the differentiation between UX and usability, as the former is a broader
concept, while the latter can measure the qualitative user interface features (e.g.
efficiency, ease of use, learnability) (Experience).

The above-mentioned definitions underscore the importance of designing a
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tool that offers the possibility of capturing different aspects of the User Experience
during a time-limited session, as they reveal the complexity of its constituent
elements. Naturally, capturing all these aspects with a single tool is so far
unrealistic, as opposed to creating a tool that can measure specific and well-defined
data. In this way, some crucial questions arise regarding the type of collected data
and their recording methods, and thus it is essential to define the concept of the User
Experience metrics. These metrics provide insights into the experience itself,
describing how the user, usually referred to as a participant, perceives the use of a
product, system, or service. A UX metric depicts a finding about the user's interaction
with a product that is being evaluated, disclosing information about people's
behavior, attitude, or perspective. It is pertinent to note that each UX evaluation
differs in terms of the research objectives and the users’ goals, the technology
available and accessible to collect, analyze, and present the data, and the time and
expertise required for the appropriate processing of the findings. Therefore, it is
impossible to establish precise metrics that should be employed in every case of a UX
evaluation (Albert & Tullis, 2022).

Defining the evaluation objectives can initially determine the metrics by
specifying how the data will be used in formative or summative evaluation. When the
evaluator seeks to make improvements to the system before its official release, then
they conduct a formative evaluation, because it is an iterative process in which
observations and comments are being gathered to modify the design features of a
system. After each new change, a formative evaluation is conducted again until the
design is considered complete. Hence it is evident that the more formative
evaluations conducted, the greater their impact on the final design. In contrast, a
summative evaluation is carried out when its goal is to measure how well the system,
or parts of it, meets its design objectives. More specifically, this type of evaluation
focuses on whether the system achieved its objectives, how it shaped the user
experience, how it differs from other competing systems, and finally, how it differs
from a previous version of the system, if any (Albert & Tullis, 2022).

Meanwhile, in order to understand the users, as well as their interaction with
the system, evaluators should focus on three key aspects of the user experience
which are performance, preferences, and emotions. Firstly, performance is related to
the user’s actions during system interaction. Its metrics are measurements of the
success of a task or of a series of tasks and the time that is required to complete
them, the user’s effort that is needed to perform the task, the errors and their
frequency of occurrence, as well as the time to get familiar with the system.
Secondly, users may have preferences, for example, regarding the aesthetics or the
visual identity of the system, the functionality or the hierarchy of certain features,
and the practical worth of the design in general. Of course, these preferences
indicate the users’ attitude toward the system, and the evaluator should consider
whether these preferences affect the user experience to such an extent that either
radical or minor changes are needed, or the system can be considered successfully
designed. Finally, the influence of emotions on user experience is a primary aspect
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that evaluators seek to research, due to the fact that in the present day more and
more products, systems, or services aim to offer holistic experiences. Consequently,
systems aim to establish a deeper connection with their users, strengthening the
level of trust and confidence, engagement, or the positive emotions associated with
them (Albert & Tullis, 2022).

In conclusion, it is evident that according to evaluation objectives, the system,
and the users, in other words, the circumstances, the environment, and the context
of use, there are different UX metrics and data collection techniques. The Usersence
tool intends to evaluate the emotional aspect of the user experience, in products,
systems, or services that have officially completed their design process and are
available to the public. Thus, the tool should be utilized during a summative
evaluation, using appropriate metrics that can depict the user’s emotional state by
quantifying their feelings. Of course, the tool could be used in a formative evaluation
during the early design phases. Additionally, measuring user emotions varies on the
UX context, and for this reason, it is requisite to present a summary of methods and
practices that contribute to the users' emotion estimation and to specify the aspects
of the UX that the tool will be able to interpret.

Measuring the user experience and more specifically the participants’
emotional states is a particularly complex and difficult process, due to the broad
spectrum of human emotions and its challenge to accurately capture (Albert & Tullis,
2022). The Usersence tool aims to integrate certain methods, practices, and
technological equipment to offer a holistic approach to evaluators who seek to
conduct formative or summative evaluations focused on recording and analyzing the
emotional UX of a product, system, or service. In order to achieve the design and
development of the tool, it is crucial to highlight the importance of the fundamental
methods involved in the evaluation as well as the emotions that can be analyzed in
the UX context.

Firstly the primary evaluation methods are based on observation,
psychophysiological measures, and questionnaires (self-report practices) (Maia &
Furtado, 2016). Biometric data of a person, contribute to the recording of the
psychophysiological measures, as they offer the ability to approximately confirm the
intermediate emotional states of the user (Jain et al., 2011). The recognition of
emotional states is supported by the utilization of wearable devices that can capture
various data. However, it’s important to highlight that they face certain challenges
and problems related to the quality of the data and their processing techniques
(Saganowski et al., 2020). Nevertheless, wearable and mobile devices have been
used to monitor the users’ body responses during their interaction with a system.
Biosensors provide physiological data such as neural activity, heart rate variability,
and skin conductance, offering valuable evidence of users’ mood states in the
evaluation (Malhi et al., 2017). Emotion recognition through biological signals
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originating from wearable devices is an intricate procedure, and thus the emotional
model on which the recognition will be based must be determined. The selected
model will specify the emotion categories of recognition affecting the outcomes of
the research. In addition, the recognition varies depending on the location
(laboratory or field) where the evaluation is conducted. In the laboratory, a
researcher is able to cause emotional fluctuations in participants’ emotional states,
due to the usage of pre-scripted and pre-planned stimuli, while in the field, a more
unpredictable environment, questionnaires can be used to record information during
the physiological data monitoring (Saganowski et al., 2020).

Furthermore, considering emotions as states that affect a person’s behavior
and cognitive reactions, as a result of internal or/and external stimuli, a
two-dimensional model has been established by Russell (Russell, 1980). This model
separates emotions based on two characteristics, arousal and valence as they can
depict each affective state. Arousal provides information about the level of a user’s
involvement in response to stimuli, for example, anger produces an extreme
fluctuation in an individual’s physiological response compared with a more subtle or
mild response like boredom. Valence determines whether the emotion is positive or
negative, indicating that higher measurements of valence correspond to more
pleasant situations, while lower measurements correlate with disagreeable ones,
such as stress, anxiety, or irritation (Cittadini et al., 2023). To sum up, Russell’s
emotional model established a framework illustrating emotions with dimensional
models based on observable and measurable physiological responses as a result of
valence (pleasure-displeasure) and arousal (activated-sleepy) values. Lastly, the
model introduced emotions as a whole consisting of “loosely coupled components”
that shape the experience and expression of affective states and include
physiological responses (for example fluctuations in heart rate or electrodermal
activity), bodily expressions (such as facial expressions or body language), and
appraisals (cognitive assessments and interpretations of conditions) (Calvo &
D’Mello, 2010).

More specifically, the fluctuations of physiological signals are related to the
involuntary changes in emotional states that usually are not perceivable by the
individuals. Therefore, biosensors are a reliable method of recognizing emotions
because they monitor different parts of the human body. For instance, through
photoplethysmography (PPG), the activity of the autonomic nervous system (ANS),
the galvanic skin response (GSR), and the blood volume pressure (BVP) can be
monitored. Also, another benefit of biosignals is the insertion of their sensors into
wearable and mobile devices, allowing non-intrusive user-system interaction
monitoring. Such equipment is used in User Experience evaluation and other fields
such as medicine, healthcare, education, games, and sports (Dominguez-Jiménez et
al., 2020).

Additionally, according to William Albert and Thomas S. Tullis (2022)], in User
Experience seven affective states often play a pivotal role, engagement, trust, stress,
joy, frustration, confidence, and surprise. Firstly, they define engagement as the level
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of involvement or interest between the user and the system, associating engagement
with arousal (the higher the engagement, the greater the arousal, its opposite state
is boredom). Of course, they outline that engagement can correspond with any
emotion like stress, surprise, or frustration and thus is important to measure
engagement while taking into consideration other emotions that may contribute to
the arousal’s value changes. Secondly, the researchers describe trust as the
relationship between the user and the system that is being established while the
system is offering all the required information even if it is not beneficial for itself.
Also, the pressure or emotional strain resulting from demanding circumstances
during system interaction is related to stress, which varies based on individual
perception. In UX, joy is the affective state when the user is completing a task
without difficulty or effort (low cognitive load) and thus its opposite state is
disappointment or frustration (high cognitive load), which is associated with the
user's struggle to achieve a goal or fulfill a task. Moreover, confidence is illustrated
as the user’s firm conviction of understanding their actions and avoiding any
unnecessary actions with certainty. Finally, surprise, which may be positive or
negative thus its connection with valence, is the feeling of unpredicted events that
occur during system interaction.

However, William Albert and Thomas S. Tullis highlighted that other emotions
might contribute to the UX evaluation contingent upon the system and use-case
scenario and that each emotion corresponds to different data collection practices.
Usersence tool seeks to measure engagement, stress, joy, and frustration based on
biometric and self-report data, due to the recommendation of William Albert and
Thomas S. Tullis to combine data collection methods. These methods have
significant implications for the tool's design and structure and thus the next chapter
focuses on the biosensors, as well as the self-report practices that the Usersence
will utilize to provide reliable insights for the UX evaluation.

In User Experience, emotions can be observed with a variety of different
methods utilizing advanced equipment to achieve reliable data collection.
Researchers in the field have argued that Facial Expressions, and more importantly
physiological signhals provide the opportunity to capture the unprompted user’s
reaction. Electroencephalography (EEG), Electrocardiograms (ECG), Galvanic Skin
Response (GSR), Muscle Activity or Electromyogram (EMG), Skin Temperature (SKT),
Blood Volume Pulse (BVP), and Respiratory Volume (RESP), are physiological signals
that are used for emotion recognition in combination with other methods, such as
self-report questionnaires, to ensure optimal outcomes (Wiem & Lachiri, 2017). A
comprehensive review of the literature ((Doma & Pirouz, 2020), (Bota et al., 2019)],
(Schmidt et al., 2019), (J. Zhang et al., 2020), (Egger et al., 2019)) reveals that users’
affective state detection is a complex procedure. Thus signals' combination selection
is required as using the available methods all at once, is particularly time-consuming,
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expensive, and not suggested. To achieve its multimodal approach, the Usersence
tool utilizes three primary biosignals, Galvanic Skin Response (GSR), Blood Volume
Pulse (BVP), Electroencephalography (EEG), Facial Expressions, Questionnaires
(self-report practices) as well as user location (GPS) and video footage of the user’s
perspective. In the following paragraphs, a brief overview of each method will be
presented, to highlight their contribution to the Usersece tool. In the following
paragraphs, a brief overview of each biosignal or UX measuring method will be
presented, to highlight their role in the Usersece tool.

Galvanic Skin Response (GSR), also referred to as Electrodermal Activity (EDA)
or Skin Conductance (SC), is the changes in the sympathetic part of the human
autonomic nervous system, expressed as the electrical conductivity of the skin due
to stimuli (GerSak, 2020). EDA is commonly used for emotion recognition (Horvers et
al., 2021), (Posada-Quintero & Chon, 2020) because its high values depict if a user is
psychologically aroused, excited, or activated, and its variation from the baseline
level (relaxed state) is established as EDA reactivity. The EDA includes two primary
components, the tonic and phasic (Veeranki et al., 2021). The first component is the
skin-conductance level (SCL), in other terms, the slower changes in electrodermal
activity and the latter is the skin-conductance responses (SCR) or the fast pulses
that indicate the momentary arousal (Roy et al., 2012). Therefore, the arousal of a
user is determined by the total number of SCR pulses per minute. Moreover, SCR
pulses are often referred to as peaks, because in the phasic response a burst or a
peak is formed in the signal after the interaction with stimuli, thus more peaks
indicate higher arousal during an experience (Posada-Quintero & Chon, 2020).
Popular devices that are used for GSR monitoring are Empatica E4 (Cosoli et al.,
2021), (Hickey et al., 2021), Biopac BioNomadix MP150 (Ragot et al., 2018), Microsoft
Band 2, BodyMedia SenseWear Armband (Saganowski et al., 2020), Affectiva Q EDA
sensors (Taylor et al., 2015), and Shimmer3 (Udovici¢ et al., 2017). Usersence tool
utilises Empatica wristbands (E4 Wristband | Real-Time Physiological Signals |
Wearable PPG, EDA, Temperature, Motion Sensors), which are appropriate for
research in laboratory conditions or everyday life (Egger et al., 2019).

Furthermore, a physiological measure that contributes to the recognition of
the users’ affective states, is the Blood Volume Pulse (BVP) signal, and more
specifically the Inter-Beat Intervals (IBl) which corresponds to the time interval
between the heartbeats (UdoviCi¢ et al., 2017) or the duration of the consecutive
heartbeats, also referred as tachogram. A photoplethysmogram (PPG) sensor
provides information about the Heart Rate (HR) and the IBI, measuring the changes in
the blood volume (a person’s level of stress (Choi & Kim, 2018)) (Cosoli et al., 2021).
Often, the interbeat interval time determines the variability in the timing of the
heartbeat (Heart Rate Variability or HRV) (Thayer, 2017). A PPG sensor is able to
detect short-term emotions and it is considered a more suitable option than the
electrocardiogram (ECG) (Sayed Ismail et al., 2022) which also provides details about
heart-related features. The PPG sensor is embedded in a variety of wearable devices
such as Empatica E4 (Bulagang et al., 2020), Huawei Watch 2 (Kim & Baek, 2023), and
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Shimmer3 (Udovici¢ et al., 2017), which are wristband-type wearables in contrast
with other PPG-based devices (forehead-type and ear-type) (Castaneda et al., 2018).
Usersence aims to use a PPG sensor that is suitable for both lab and everyday
activities, and thus, an Empatica wristband will be part of the tool’s equipment, as
the hand/wrist is indicated for PPG and EDA sensor placement (Schmidt et al., 2019).

Affective state changes correspond to physiological fluctuations that are
related to the physiological Autonomic Nervous System (ANS) (Waxenbaum et al.,
20219) activity (J. Zhang et al., 2020). Electroencephalography (EEG) can map areas
of the brain to emotions because EEG records the electrical field of currents that flow
when neurons synaptic excitation appears in the cerebral cortex, depicting the
electrical activity of a group of neurons in the sensor’s parts (electrodes) placement
area (Bota et al., 2019). So EEG acquires the ability to recognize and detect brain
waves of individuals while they are performing a task or living an experience (Doma &
Pirouz, 2020). The EEG signals are either spontaneous or evoked. The nervous
system generates rhythmic potential fluctuations without the influence of external
stimuli, naming the spontaneous signal category. When an external stimulus affects
an individual then evoked potentials are formed by a detectable potential change in
the cerebral cortex. Therefore an EEG sighal can be separated into five brain
waveforms based on their frequency.

Firstly, the Delta wave (frequency: 1-4Hz, amplitude: 20-200 pyV) appears in
the frontal cortex and it is related to the sleep state, thus during the awake state is
imperceptible. Theta wave (frequency: 4-8 Hz, amplitude: 100-150 pV) commonly
originates from the temporal lobe and parietal lobe during a calm state. Also, Alpha
waves (frequency: 8-13 Hz, amplitude: 20-100 pV) are located in the parietal and
occipital lobes and are related to the preparatory activities of the brain, indicating
that a person is relaxing with their eyes closed (unnoticeable under the duration of
external stimuli). Beta waves (frequency: 13-30 Hz, amplitude: 5-20 pV) appear in
the frontal lobe while an individual is resting (eyes closed), but when they start
thinking, the waves appear all over the brain regions. The Beta wave gradually
replaces the Alpha under strain or stress and it is related to the active or excited
state of the cerebral cortex. Finally, Gamma waves (frequency: >30Hz, amplitude:
lower than 2 pV) fulfill a significant function in cognitive brain activities and are
associated with advanced and complex mental processes, for example,
concentration, reception, transmission, and integration (J. Zhang et al., 2020). EEG
due to its hardware limitations (set-up requirements, maintenance) is appropriate
only for in-lab usage (Egger et al., 2019). There are countless options for EEG
headsets as a multitude of companies, such as Emotiv, BIOSEMI, G-tec, Brain
Products, and NeuroSky provide a variety of solutions (Soufineyestani et al., 2020).
The usersence tool includes Emotiv headsets in its equipment, due to sample rate,
set up time, electrode connection type, and the number of channel options the
company offers. In the Design section about the hardware of the tool, the selected
Emotiv headset will be presented in detail.
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Moreover, a wide range of nonverbal communication can transmit emotional
states, for example, Facial Expressions (Mortensen, 2017). Facial Expressions offer
helpful insights into a UX evaluation in a quick and noninvasive way but should be
combined with self-report metrics (e.g. a form with Likert-scale questions) (Albert &
Tullis, 2022). To utilize this method for emotion recognition it is essential to include a
pipeline framework that is capable of predicting in real-time emotions based on the
structure’s face or body key points. MediaPipe (MediaPipe) framework has been used
for such procedures ((Siam et al., 2022), (F. Zhang et al., 2020), (Subramanian et al.,
2022), (Savin et al., 2021)) as it can detect objects and face landmarks (Lugaresi,
Tang, Nash, McClanahan, Uboweja, Hays, Zhang, Chang, Guang Yong, et al., 2019). A
developer can use MediaPipe to create prototypes and polished applications because
it is an open-source framework (Lugaresi, Tang, Nash, McClanahan, Uboweja, Hays,
Zhang, Chang, Yong, et al., 2019). A web camera on the participant’s computer
screen captures their facial expressions, and as a result, the user must be in a sitting
position in front of the camera with proper room lighting. For this reason, Usersence
offers a Facial Expression analysis only for the evaluations conducted inside the
laboratory.

Additionally, Questionnaires belong to the self-reported data because the
participant has to describe how they feel about the system interaction. Usually, a
rating scale is used to capture the degree of agreement with a statement (Albert &
Tullis, 2022). For instance, a Likert Scale contains a series of statements (positive or
negative) and a 5-point scale of agreement (1. Strongly disagree, 2. Disagree, 3.
Neither agree nor disagree, 4. Agree, 5. Strongly agree) providing to the user the
opportunity to express their opinion (Taherdoost, 2019). Also, self-assessment can
be achieved for emotion measurement through specific questionnaires such as
Self-Assessment Manikins (SAM) (Bradley & Lang, 1994), and the e Positive and
Negative Affect Schedule (PANAS) (Watson et al., 1988). Firstly, the SAM
questionnaire is a series of drawings that visually depict valence, arousal, and
dominance. Each section consists of five drawings that correspond to specific points.
Valence (section A) estimates the level of pleasant or unpleasant feelings, arousal
(section B) indicates the range between excitement and calmness, and dominance
(section C) defines emotional states from controlled to uncontrolled. The PANAS
questionnaire consists of twenty different words (ten positives, ten negatives) that
describe a possible affective state that emerged before, during, or after system
interaction. The participant must rate each word between one (Very slightly or not at
all) and five (extremely), to form the total score for each column. The positive affect
(PA) and the negative affect (NA) scales have a score range from 10 to 50. The higher
the score, the greater the effect (Bota et al., 2019). Usersence includes customizable
Likert Scale questionnaires because they are easy to read and complete by the
participants during the UX evaluation with or without being monitored through
biosensors.

Furthermore, Usersence integrates two more pieces of data that are
considered essential by the design and development team of the tool, for the UX
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evaluation. Participant’s location and video footage of the user’s perspective are
considered important aspects of the experience and thus will be recorded using a
mobile phone and an action camera on a head strap. GPS data offers information
about the user’s movement in a large-scale environment (outdoor space/ evaluation
in the field) and the video footage contributes to stimulus origin tracing. More
specifically, GPS and video footage, in combination with physiological monitoring,
could assist in evaluating the urban environment that evidently affects the well-being
of individuals ( (Guite et al., 2006), (Douglas, 2012)).

Appendix 2: Empatica hyperlinks

All the necessary links to the Empatica applications or user manuals.
e Empatica user manuals of all wristband models
E4 wristband user’s manual
E4 realtime Mobile App
Create your E4 connect account
E4 Connect: The Empatica web application.
E4 manager: Download and install the E4 manager on your computer.

Appendix 3: Emotiv hyperlinks

All the necessary links to the Emotiv applications or user manuals.
e EPOC FLEX User Manual

Charge the FLEX controller

Insert the Sensors into the cap
Place the FLEX controller

Plug the white connectors into the FLEX controller
Gel Achieving high signal quality
o Cleaning Gel Sensors & Cap
Create an Emotiv ID (Emotiv account)
Install the EMOTIV Launcher
EmotivPRO desktop application
o Install the EmotivPRO
Fitting your EEG headset
EEG quality indicator
Starting and stopping a recording
Export the EEG data recording
Di nnectin h
EMOTIV Launcher
EPOC X configuration

About the performance metrics

o O O O O

o O O O

o
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https://www.empatica.com/en-eu/manuals/
https://ita10.sfdc-3d0u2f.salesforce.com/sfc/p/#5J000001QPsT/a/5J000000p2rz/7eFMC1dLiJPyeTNeTgkxHFOFcdN77YXxiHijMSHsz6E
https://play.google.com/store/apps/details?id=com.empatica.e4realtime&hl=en&pli=1
https://support.empatica.com/hc/en-us/articles/205671969-Create-your-E4-connect-account
https://e4.empatica.com/connect/login.php
https://support.empatica.com/hc/en-us/articles/206373545-Download-and-install-the-E4-manager-on-your-Windows-computer
https://emotiv.gitbook.io/epoc-flex-user-manual/
https://emotiv.gitbook.io/epoc-flex-user-manual/controller/charging-and-led-indicators
https://emotiv.gitbook.io/epoc-flex-user-manual/setup/inserting-the-sensors-into-the-cap
https://emotiv.gitbook.io/epoc-flex-user-manual/setup/placing-the-control-box
https://emotiv.gitbook.io/epoc-flex-user-manual/setup/plugging-the-cables-into-the-control-box
https://emotiv.gitbook.io/epoc-flex-user-manual/setup/gel-achieving-high-signal-quality
https://emotiv.gitbook.io/epoc-flex-user-manual/cleaning-and-troubleshooting/cleaning-gel-sensors-and-cap
https://id.emotivcloud.com/eoidc/account/registration/
https://emotiv.gitbook.io/emotiv-launcher/getting-started/installation
https://www.emotiv.com/emotivpro/
https://emotiv.gitbook.io/emotivpro-v3/getting-started/installing-emotivpro-onto-your-pc-or-mac
https://emotiv.gitbook.io/emotivpro-v3/emotivpro-menu/fitting-your-eeg-headset
https://emotiv.gitbook.io/emotivpro-v3/using-emotivpro/contact-quality-indicator
https://emotiv.gitbook.io/emotivpro-v3/recordings/starting-and-stopping-a-recording
https://emotiv.gitbook.io/emotivpro-v3/managing-your-eeg-data-recordings/exporting-an-eeg-data-recording
https://emotiv.gitbook.io/emotiv-launcher/devices/disconnecting-a-headset
https://www.emotiv.com/emotiv-launcher/
https://emotiv.gitbook.io/epoc-x-user-manual/getting-started/changing-reference-sensor-location
https://emotiv.gitbook.io/emotivpro-v3/data-streams/performance-metrics

